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Response variance in double sampling for inclusion probabilities

Godwin A. Udofia®

ABSTRACT
The mathematical model developed by Hansen, Hurwitz and Bershad, for response errors under simple random sample design is

extended to double sampling for inclusion probabilities. Under the double sample design and a linear response model, the total response
variance is decomposed into components that reflect the different sources of response error. The effect of variation of the number of
interviewers on the contribution of the simple response variances due to the various sources of response error is highlighted. A
justification for proper identification of factors that involve correlated response deviations before the start of the survey and the need to

determine the most efficient combination of the number of interviewers and the numbers of respondents are also aiven.
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INTRODUCTION

In recent studies of response variation in surveys, interest is
centred on the total response variance, and on the relative sizes of the
simple response variances and on the correlated components of the
total response variance that reflect important sources of variation of
the survey responses. After the pioneer work by Mahalanobis (1946),
a number of methods for the study of response variation have been
developed and discussed by survey statisticians. Notable among these
are Hansen, Hurwitz, Marks and Mauldin (1951), Hansen, Hurwitz
and Bershad (1961), Fellegi (1964), Tepping and Bolan (1973), Koch
(1973) and Talukder (1975).

The paper by Hansen, Hurwitz, Marks and Mauldin (1951) states
that where alternative methods of measurement of response exit, each
with a different level of response bias, a combination of two of the
methods in a double sampling design may prove more efficient than
the use of a single method. The paper then gives an illustration of the
use of double sampling with simple random sampling without
replacement and under different essential survey conditions in both
phases of the survey. Talukder (1975) also discusses the application
of double sampling with simple random sampling without
replacement in both phases to the study of response errors of surveys
but under a modified linear response model.

It has been amply demonstrated [Raj (1954, 1958, 1968),
Cochran (1977), Foreman and Brewer (1971)] that under certain
conditions, sampling with probability proportional to size (7zPS)
gives a more precise result than equal probability sampling. In many
such situations, the auxiliary information needed to compute the
inclusion probabilities is not available. It is of interest therefore to see

what the theory of response error measurement and control under
linear response model would look like if method of double sampling
for inclusion probabilities proportional to size were used to combine
two methods of measurement. This paper is an attempt in this
direction.

Following earlier studies referenced above, the following
assumptions are made. There exists a population, m;, of N
respondents (which can be elementary units or clusters of units such
as households), which fall into H identifiable groups, which may be
geographic groupings, professional groupings, or different types of
dwelling houses, for example;

1. Thereare Ny, Z N, =N respondents in the h™ group or
h

subset, Gy,
2. There exists also a population, m,, of M interviewers who
can be divided into H corresponding groups with

My, Z M, = M, interviewers in the h" group or subset, Qy,
h

such that respondents within the h™ group (Gy) in 7, can be
interviewed only by interviewers in the h™ group (Qp)
within m,.

3. The number of individuals in Gy, that are available to be

interviewed by the i individual in Q, is Nh = [h’\lll_:]

4. A survey can be repeated k times, k > 1, [Hansen et al.,
(1951), Raj (1968)] and all the repetitions may relate to the
same time or to different periods in time.

Let Xy denote response obtained by interviewer i on unit j in stratum
h in the k —th survey. Then Xy is a random variable (only one of the
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possible response, which could be obtained from the j™ unit).

ESSENTIAL SURVEY CONDITIONS
As noted by Hansen, Hurwitz and Bershad (1961), measurement

errors may arise from different types of causes, and depend on the
conditions under which the survey is taken. Some of these conditions
such as the general political, economic and social situation at the time
of the survey or rumours may be beyond the control or specification
of the survey designer. Other conditions can be controlled so as to
improve the quality of the survey results. These conditions are known
as the “essential” survey conditions.

In general, the essential survey conditions are specified either
explicitly or implicitly by the survey design. Those conditions that
are usually explicitly specified by the survey design include subject of
inquiry, method of obtaining information (interview, mail inquiry,
direct observation), method of recording the information, and period
of the survey. The other conditions that arise implicitly as a necessary
consequence of the explicitly specified conditions include recall
problem, condition of the labour market and the type of interviewer
that can be obtained, compensation that can be paid to the
interviewers, wording of the questions to be asked and sponsorship.

Hansen, Hurwitz, Marks and Mauldin (1951) conclude that the
expected value of the response errors, and the random component of
variation around that expected value, may be regarded as determined
by the essential survey conditions. For the purpose of determining
components of the response variance in double sampling we therefore
consider the survey responses to be obtained under one of the
following essential survey conditions as suggested by Hansen,
Hurwitz and Madow (1953):

Essential Condition A:

These are the general specifications typical of large scale surveys
such as personnel with secondary or high school certificate or below,
low compensation rate, minimum training of field staff, low publicity,
little or no probing, and little supervision.

Essential Condition B:

This is a set of more expensive and more efficient essential
survey conditions than those in condition A above. These conditions
include interviewers with higher qualifications, more experience and
in more respectable positions in the society as well as higher
compensation rate than in condition A.

Other specifications include highly effective interviewer training,
probing (which may involve examination of records or use of
available aids to memory), closer supervision of the interviewers,
better controls than those under condition A, proper timing of the field
operation, smaller assignment to each field staff and other devices that
can produce better information than what can be obtained under

condition A.
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DOUBLE SAMPLING FOR INCLUSION PROBABILITIES
AND MEASUREMENT OF RESPONSE BIAS.

We now consider the situation where the auxiliary information,
(2), free from response error, that is needed to compute the inclusion
probabilities is not available. Hence we adopt a double sampling
design in which ny and mq are fixed where nq is the number of
sampling units to be drawn from n; during the g™ phase and mq is the
number of interviewers to be drawn from ., during the q" phase, q =

1, 2. The number of units Ny, n, = znqh , to be drawn during the
h

q™" phase from Gy, is determined as in stratified random sampling.
An initial sample, Sy, of ny, units is drawn by simple random

sampling without replacement and independently from the h™ group

. . =  _ |y _ .
(Gn) in my out of which N, = [m_lh] n, :anhmlh , units are
h

assigned at random to each interviewer in a sample of my,
interviewers drawn at random and independently from the h™ group
(Qn) in my . The response, Xpij, Which is a value of the variable under
condition A which is a set of general specifications or fixed rules
typical of large scale surveys and described in detail by Hansen,
Hurwitz, Marks and Mauldin (1951) is obtained in the k™ survey from
the j unit in Sy, by the i"" interviewer drawn at random from Q,. The
value Zy,; of an auxiliary variable Z needed to compute the inclusion
probabilities is also obtained for the j™ unit in Sy, It is assumed that
Zy; can be obtained precisely by observation or otherwise. The case
where the contrary is true can also be investigated and the results
obtained in this paper can provide a useful reference for such a study.
From the nyy, units drawn from Gy, during the first phase, we take
a random sample of a fixed size, ny,, N, < Ny, With replacement and

by probability, Doy = Zoj ! Zyys 2y = izhj . A second sample of

i=1
Mon, Mo < My, interviewers is also drawn at random from the initial
sample of my, interviewers and N,, = [:%Z“h] n, :ZﬁthZh ,
h
interviewees are assigned at random to each of them. The discussion
in this paper also applies to a situation where the second sample of
myy, interviewers is drawn from a population, ntz , say, that is different
from n, .

The i, i =1, 2, ..., my, interviewer in the second — phase

2h

=]

sample obtains information, y;;, from the j”‘, i=12, ..,

interviewee in a given assignment under a set, B, of more expensive
and more efficient essential survey conditions than the set of general
essential survey conditions that include highly effective interviewer
training, probing (which may involve examination of records or
careful measurement) and supervision of the interviewers and can

produce accurate information. The information, yy;, is the desired
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true value of the study variable which is independent of the
interviewer and period of the survey but may differ from one
individual respondent to another in n; i.e. a value free from all survey

errors. Hence we drop i as a subscript and use Yy, instead of yyj;.

Notations:
For any Whijk, Enij (Whijk) = E(Whilh,i,j) and in general
Ea(Whik) = E(Whiila) where a is any combination of the
subscripts h,i,j,k.
Thus:

Wi = Epy (Whijk); Wi, = Ehi(Whijk);V_vh... =E, (Whijk)

The response model
We assume that Xy can be represented by the linear model
[(Hansen et al. (1951), Raj (1968), Talukder (1975)]:

Xhijk = Ynij T @ni +ﬁhj + dhijk’

where; «,,; denotes bias from the i" interviewer in group h, ﬂhj

denotes bias from respondent j in the i interviewer assignment in
stratum h and dyjx denotes random response error for the jth
respondent in group h interviewed by interviewer i on the k-th survey,
Enij (dhij) =0,
V (dhilhi) = 6%(d), cov(dhi, O}p) =0=

= cov(dhijk dr); 1 # £, ] =W
where: dywk denotes random response error for the wh respondent, in
group h interviewed by interviewer I, on the k™ survey, and there is no
correlation between possible pairs from {yp;j , cthi, Pnj, Anijic}-

Under the above model, response bias is defined as

H My Ny H My H N
B=2 > D B Xy =Yo) = 2N D +2 M, Y By
h=1 i=1l j=1 h=1 i=1 h=1 j=1

This is the algebraic sum of all biases [Kish (1965), p 518].
This can be written as

B=X-Y=> N.(X,. -Y.) (1)

ESTIMATOR OF RESPONSE BIAS AND ITS SAMPLING
VARIANCE

Under the above sample design, an unbiased estimator of
response bias in (1) is given by

(Xnij = Ynj)

H
IOED RIS
MpN2h Led & Poi

where B denotes an estimator of B defined in equation (1) above.

By using theorems on conditional expectations and variances [Raj

(1956, 1968)], the expected value of B is obtained as

Myh Map

(Xhuk th
nlhn2h zz Ehu F’hj

h=1 i=1 j=1

E,(B|n,)=E,

=1

T

_1
= V)i Xy = M
i=1 i

1h,

Ehij(xhijk)v Vin = ﬁzz Yhj

i=1 i=1

ﬁ’MI

)L

and hence

E(B) = EEB | n)}= 3 N, (X, ¥, )=X Y =B

asin (1) since E( Xy;,) = )?h and E(y,,) =Y,
The conditional variance formula for é is
V(B) =V,E,(B) +E\V,(B) (2)

Now, Ao 1 1 3
ve®- SN )
h=1

1h h

](SZ(x>h+82(y)h—zsw)h> 25
which can be written as:

VE® =301~ ke D270, 570020, 50,500)

since

Ny
SZ(X)h = M:ﬁh . thu(Xhuk Xh...)2

)Sz(x)hi'

SHY)ni

My, Npy My,
=1 1 =1
My Z Nj, Z hij (Xhljk . M, (

pry =

i=1

where: ( )2 and

N, -
)5 (X)yi = N thij(xhijk_Xh
i1

defined similarly as S%(x)s;.
In a similar manner we define the covariance of X and Y for the

subset of Nh individuals in group Gy, that can be interviewed by the

M individual in group Qy, Gh = Qy, as;

( )S i_Nl%: hu huk (th ):ﬁ Th)p(W)hiS(X)hiS(y)hi

S(Xy)hl
S(X)hls(y)hl

where;  P(XY)p; =

JEC 1 Mzn Man i 1 Mon Nan Vi
- 1 ik 1 hi 5
12 2h zz Phj 7 N2 Paj ? ©)
i=l j=1 i=l j=1

Now;

mzh Noh - . T o o

[ i . —
2 nzh Z R = PmEmJ(phJ - th) ’th _Zzthijk

i=1 j=1 i=1 j=1 ik
Following Raj (1968) and Hansen et al. (1951), this can be calculated
as:

. M Mp Myy Py Ty X X
[} hirk

VZ izllem = nyp lelgzhjzh/Ehu/( T 7y )Z

i=1l j= i=l i=l />
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By considering the N, units in an interviewer allotment as a random

sample from N;, elements in stratum h, h=1, 2, ...,

EVZ[HMZZXS:TJ_

i=l j=1

H, we obtain

My N, Ny
W (N -1) ZZZ (Zhijk _ Zm/w)z
Ny Np(Np-1) Zhjzhé Ehu Zy; Zyy,

i=1 i=l (>]

— M (N —1)
= NN D) 1)20 ni

Nh Nh 2
; 2 — — Xhuk Xhiow
where; &% (X),; =V (X)y; —ZzzhjzhéEhij%(Z_m_zh_w)
j=1 (=1
Similarly,
Myp Ny
EV (1 zh‘ . Yhi]:nm(nlhl)zo_z(y) ..(D
1%2| ny, Phj n,n Nh(Nh-T) hi
i=1 j=1

Now from Tripathi (1973) :

Mop T Moy T , ‘ Xy )
1 i1 RUN & _ h _
C (X y) C Mot Lok Lok Py g Lo L P Ty, . PhJEhu( Ri th P Ylh

1 Xhik YnjZh
= 2 . Ehij( Zy, ik Ynj

and hence,

(X y) nth

M; | Nh
- Z{ZEhU(Xhukyh]/Zhj z hj thu Xhljk ZEhu yh] }

i=1| j=

My,
ny, (1)
mlthh (Nl:fl) Zl:covp (X, y)hi
i=

— _Mn

M,
(mp-1)
TN (N D) Z];pp (X, Y)nio
i=

s )i, N O

C Yhi
where: P, (X, y)hi _ Covy (X, Y)n

B O-p(x)hio-p(y)hi

Substitution of (6), (7) and (8) in (5) gives the result

H Mp

A Ny o ongy -1 2 2
8= L 2630300200000, 80, 0] - ©

= i=
which is in terms of response variances and covariances within the in
i=1, 2, ..., My, interviewer assignment.
Substitution of (4) and (9) in (2) gives the total response variance for
the sampling strategy as
M,

B = 3N ) 2570+ 5700 2009 S0,

1 i=1

...(10)

z NLWS;:;éh { ,za(x)hi+O'§(y)hi_zpp(XY)hiO'p(X)hiO'(Y)hi}

h=1 i=1
A large positive value of py(xy) will reduce the response variance i.e.
the closer the response is to the true value, the smaller the response
variance can be. A study of how such positive correlation occurs is

therefore important. If S%(X),. = S%(Y),., p(xy) > 0 and
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pp(Xy)ni > 0 for all i, equation 10 reduces to;

H al u
9- Bl LTt S 0,
i=1

h=1 i=1

(%))

It is obvious therefore that a concentration of a reasonable proportion
of the survey resources on the reduction of the survey errors through a
careful application of condition B can lead to a high gain in precision.

DECOMPOSITION OF TOTAL RESPONSE VARIANCE INTO
SIMPLE RESPONSE VARIANCES

An essential aspect of the study of response variation is the
decomposition of the total response variance into simple response
variances that reflect the main sources of variation of the observed

responses. Now

Xii =Yyt @i+ By Xy =Y+ + B,
and X, =Y, +&, +f, .
Hence, X, — X, = Yoj + i +0y; +dyy, is the total response

deviation for individual j within stratum h from the mean of all

responses in that stratum, where

Yhj :th =Y N =, =@, b hj =

ﬂh] ﬂh

Following Hansen, Hurwitz and Bershad (1961) we define the
following:
Xhij - ihij_ = dhijx is the random response error for individual j in the i
interviewer allotment in stratum h.

)?hij — Xhi“ =VYp + bhj is the sampling deviation and

)?hi_. - )?h__ =1, is the bias deviation in stratum h for
interviewer i.

Given the above notations, S%(x), in (3) can be expressed in
terms of the component simple response variances as

Zh:i[( h‘Jk hll) h|| Xm.‘)"’(xhi..‘_xh.“)r

hNh
L
TN, hu huk h”.

i<l j=

My N

ﬁhzﬁz Ehl] (dhljk + yhj + bhj + rhl)

- - b0, -5 -k, s,

N, i
where; S%(d),, :ﬁthij(drﬁjk);sz(y)hi :ﬁzyﬁj
: i

_ M
_12 bhj182(a)h :ﬁzrhzi
i1

The cross-product terms vanlsh because of lack of association

$%(b)y; =

between different components of response deviation under the model.
In a similar manner, we obtain

My

S2(y)y =5k D42

..(12)
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My,
and - S7(xy), = > uEsE(y), +(13)
i=1
Substitution of (11), (12) and (13) in (3) gives the result
H
-t s b, s
h-1

The second term on the right-hand-side of (2) is obtained by noting
that

n H 2 Map Nap, Map Nap
EV,(B) =) i {EV LZZXW }L EN{Z iJ

h=1 =1 j=1 i=l j=1
H M « Man M2n v (15)
hik hj
~2EC| 3 5 5
=1 i=1 j=1 i=1 j=1

Al cross-product terms for h = k vanish because of independence of
selection within each stratum. In terms of the component notations in

the above response model,

o B ofE )i ol o}
Now

Map  Nan

cuth-(3 522 merlehn eele ) o

i=1 j=1

Yhj Yhj C Yi hl
VSR - nf =33y 2z - 2],
i=1 j=1 i=1 j=1j>¢
and hence
) B Y ¢ )
hij My (Ny o Y n My
EV( ) ZZZ hl hf(ﬁ_z_h,) :Eh(wh-nzap()’)m --(18)
i=L =Lt i=1
By equation (8)
Yoj Y
E,C, (2 2)
() Y
My (N 2 .
- Nl:(Nh pr(yhj Yo Ini@ p(th)m’Up(Ym)m ...(19)
i=1
€OV, (Yiij» Ynit)ni
where; pp(yhij’ Yiit )i =—p -
O-p(yhij)hi
since op(Ynjni = Sp(Yanhi-
Substitution of (18) and (19) in (17) gives the result
EV, z i:j ZhZ[l+ (ny - yh] yh/)m]a Wi .0
il i<l
Similarly,
Mo Mgy t
EVz[Z j«] zhza m[1+ (ny, =0, (4.0, |/k)h|] .21
i1 i1
z[Zme] Ny(N ZhZG m[1+ (ny-Dp p(ﬂhj’ﬂ{)hl] -(22)
1 il

We note that since the interviewers were not selected with

Mon Nan
s, 'V, ZZ'“' reduces to

j=1 j=1
Mah Map Mop ) Mo
E am ah =V Zzam nznZam :nZhZVZ (@) =Ny Vs (@)
i=l j=1 i=1 i=1

since cov(ap,on) = 0 for all izk under the assumption of
independence of the different interviewers. However, it is possible for
different interviewers working under the same supervisor to influence
the bias of one another but such a situation is usually rare under
efficient supervision and is therefore ignored. The above equation
therefore reduces to

Man ”zn My
= 1 — \2
V2 Non Mo WZ((ZM —a,, )¢ and hence
= 1:1 i

E1VZ [

i1 =

>

Man

am] =Ny Ny 37, 12(% )

i=1

2h

=Ny Ny0 (@ ( )i -(23)

Substitution of (20), (21), (22) and (23) in (16) gives the result
(35 |-in Bl
O'Z(Y)hi[l+<nzh ‘1)pp(yhjym)hi]+ os (ﬂ)hi[:l'+(n2h _1)pp(ﬂhj;ﬂh/)hi]}

+ nzhﬁzho'2 (o),

hi[:|'+(n2h _1)pp(dhijk’dhi/,k)hi]+

.(24)

Finally the covariance term in (15) is obtained in terms of the
component factors of Xy as

Man Nan o +/3 o Man Nan y Man Nan y
hj T%hi ™ Phij TYhik Jhi | Jhj
C, ZZ z o =V, Zz A so that

i=1 j=1 i=] j=1 i=1 j=1

Man Nan “ Man Nan v
hiji hj —
ECy| 225225 |=EV,

i=1 j=1 i1 j=1

[mzzx] ...(25) asin (20).

=1 j=1

By substituting (20), (24) and (25) in (15) we obtain

H M;
Z NN*nh:ln"nghZ{ ;(d)hi[:l'+(n2h_1)pp(dhjk'dhi/,k)hi]+

h=1 i=1

...(26)

o (B)mll+ (nZh_l)pp(ﬂhj’ﬂié)hi}+zH:(n1h) M

h=1
Finally, we substitute (14) and (26) in (2) and obtain, after
rearrangement

ORAHERRIES 3

i=1

—ﬁlsz(d)hi +S2(B) )+

Nh Ny -1

(ﬂh]' ﬁm)mn

M,
‘ h|[1+ (- dhuk’dhl m]*o m[“ (ny -

1Nn -1 mm”m”zn h
|:

H
o (a)h
+ z ("m )2

h=1

..27)

Since Ny is fixed, the last term which is the contribution from

interviewer bias reduces as ny, and myy, increase.
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ESTIMATE OF SAMPLING VARIANCE
Different ways of designing experiments to obtain approximate

estimates of the response variance or of specified component simple
response variances have been discussed in the references given in
Section 1 of this paper. An estimate of the error term, dyj, as defined
above, can be obtained by method of repeated measurement

(interviewing) of the subsample of M, units drawn for the second

phase of the survey from each of the initial interviewer assignment by
another interviewer of the same quality as the initial interviewers and

under the same essential condition A. To avoid additional training
cost and alteration of survey condition, the ﬁzh units drawn from one

initial interviewer assignment can be allocated at random to another
interviewer under a different supervisor or leader.
Let Xyji and Xpj, denote the two values of response (or

measurement) from the j" unit of the i interviewer assignment that

fall in both the subsample of N, units and the subsample of M, ,

units. Then an estimate of V (B) in (27) is obtained from sample

values as follows:

V(B) - ZN (22 )y 282y + $2(a) )

h=1
H . Mo
) S G, (@)l (M~ DA Ay +
h=1 i=1

O' (ﬂ)h|[1+(n2h 1)p(ﬁhu’ﬁ|/ hl}_'_i(ﬁlh)2 (a)h

=1

>

where; "2

sinced,; =0.

&i(d)hi =

2nyp, (M2 —1)

~

Py (dhijk’d

Cp Wi Dniow Ini

hi(k)hi - O';z)(d)hi
where

Ty Ty Ty 2 2 Ty 2

dmy Oy G 1 Ok
(dhukvdhl hi = 2n2hnzn—1)zzzhjzhf Tm annZZzn, ZT,_FMZZZT

IE¥E = k=l W=l 11 k<L hi
= Xhu - xhi)_(th _Yh)'

bm D )ni
f}ﬁ(ﬁ)m

_ _ 2
[T Wb 2
2 _h By 4 by
O—p(ﬂ)hi = iy (1) Zﬁ_ﬁ 72 (bhl'bhf)
hi
and

(ﬂhj B = 2nZh =

Mo Ngn Mo My

by by b b
77 MOk Y
ZZ NN 2y 20 LaZy | Zyy Mo hi

IENET] j=1 1=1

95

Map

ﬁZ(XZhi.
i=1

DISCUSSION

The components of the total response variance in (27) are the

and &Z(a)hi = - th.._)z '

simple response variances c*(B), o*(a), o°(d) due respectively to
response bias, interviewer bias, random response error, and the simple
response variances due to the correlated factors represented by those

terms that involve (n,, —1)p. The significance of the contribution

from correlated factors is extensively discussed by Hansen et al.

(1961). Nevertheless, the fact that under the sampling strategy

-1, a

factor which depends on the average size of the interviewer

discussed here the correlated factors are multiplied by I’_]2h

assignment in the second phase only, is important.

The third term on the right-hand-side of (27) measures variation
among the different interviewers, i.e. absence of uniformity among the
interviewers, and indicates the need for uniformity in terms of
qualification and experience of the interviewers as well as close
supervision of the interviewers. An increase in my, tends to result in
the reduction in the contribution from interviewer bias. For fixed ny,,

an increase in my, leads also to a reduction in 1/(ny, my,) and to a

reduction in M,, —1, a factor that multiplies contribution from the

correlated factors. An increase in ny, reduces the first term on the
right-hand-side of (27) that is affected by bias of the respondents. The
conclusion is that the interviewers assignments in both phases of the
survey should be kept at a minimum.
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